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上头条，找华早

CHINA MORNING NEWSPAPER

　　2 月 9 日，发表在美国《科
学公共图书馆·数字健康》的一
篇文章提到，ChatGPT 参加了美
国执业医师资格考试。这项以
高难度著称的考试中，共 350 道
题，内容涵盖基础科学、生物化
学、诊断推理和生物道德学。
ChatGPT未经专门的培训或强化，
经过两名评审员打分，三部分的
成绩接近或超过了及格门槛，并
表现出了高度的一致性和洞察
力。
　　近两个多月，这款聊天机器
人写诗、写小说、敲代码，几乎
无所不能，掀起一场 AI 风暴。
比尔·盖茨称赞，ChatGPT将会“改
变我们的世界”。但 OpenAI 首
席执行官山姆·奥特曼也承认，
ChatGPT 虽然很酷，却频繁出现
错误信息，经常宕机，是个“糟
糕的产品”。
　　近日的一次采访中，奥特曼
说，现在推出的 ChatGPT 只是
70 分版本，还在准备更加强大
的模型以及在研究更多东西，“不
把这些东西拿出来的原因是，人
们会认为我们有一个完整的通用
人工智能（AGI），准备好按下
按钮，这还差得远”。

有更高“情商”，但不必
神化

　　为与 ChatGPT 较量，当地时
间 2 月 6 日，谷歌宣布，将推出
自己的 AI 聊天机器人 Bard，并
在推特发布了宣传样片。Bard
使用的是谷歌在 2021 年推出的
大型语言模型 LaMDA，所用技术
与 ChatGPT 相似。
　　宣传样片中，有人提问，“请
问詹姆斯·韦伯太空望远镜有哪
些新发现？”Bard 给出 3 个条
理分明的回答，但两条是错误的。
Bard 称，“韦伯望远镜发现‘绿
豌豆’星系的时间是在2023年”，
这一回答的正解是2022年7月。
“该望远镜拍摄了太阳系外行
星首张照片”的回答也不准确，
2004 年，欧洲南方天文台利用
智利的超大望远镜已拍摄了太阳
系外行星照片。
　　这款聊天机器人目前仍在内

测，会在未来几周开放给更多公
众。首秀“翻车”两天后，谷歌
母公司 Alphabet 股价大跌，市
值损失 1000 亿美元。
　　当地时间 2 月 7 日，微软紧
随其后发布了新品，推出新版搜
索引擎必应和 Edge 浏览器，新
增了和 ChatGPT 一样的 AI 语言
模型 GPT3.5，微软称之为“普
罗米修斯”，并表示比 ChatGPT
更强大。微软演示中，搜索“宜
家双人座椅是否适合 2019 年款
本田某商务车型”，除传统搜索
页面外，页面右侧多了一个聊天
窗口，详细列出宜家双人座椅和
这款车的车内空间尺寸，给出使
用建议，并附上相关链接。该搜
索引擎仍在试用阶段，微软 CEO
萨蒂亚纳德称这一天为“搜索领
域崭新的一天”，并向谷歌宣战，
“比赛从今天开始”。
　　2022 年 11 月 30 日，OpenAI
推出了 ChatGPT。该公司总裁格
雷戈·布洛克曼在接受采访时坦
言，“当时并不知道它是否成功”。
全球最领先的 AI 语言模型如此
直接、低门槛地向普通大众敞开
怀抱，并接受所有人的“审视”，
这几乎是第一次。
　　前微软亚洲互联网工程院副
院长、现小冰公司CEO李笛对《中
国新闻周刊》分析说，ChatGPT
之所以出圈，特别之处在于，它
被普通用户观察到，并超过了人
们对人工智能的预期。
　　用户尝试用千奇百怪的问题
试探 ChatGPT 的边界。它听得懂
一段相当复杂的指令，比如，“给
OpenAI 创始人写一封英文采访
邮件，探讨对 ChatGPT 使用的理
性思考，提到 ChatGPT 的热度及
遭受教育界抵触的事实，并列出
5 个问题”。它能指出一段话中
的语法和逻辑错误，有人恶趣味
地骗它，“我吃了一辆汽车，现
在有点饿，该怎么办？”它很快
识破，“很抱歉，吃汽车是不可
能的，如果您感到饥饿，我建议
您吃点实际的食物。”甚至你还
可以要求 ChatGPT 在聊天中再构
建一个 ChatGPT，看着它和自己
聊天。
　　今年 1 月，美国北密歇根
大学哲学教授安东尼·奥曼向

《纽约时报》提到，他曾收到一
份“班级中最好的论文”，段落
简洁，举例恰当，论据严谨，令
人生疑。随后这位学生承认，文
章是 ChatGPT 写的。美国一家医
疗保健创业公司的临床医生尝试
让 ChatGPT 参加美国执业医师资
格考试。这项标准化考试，考生
至少要专门腾出 300~400 小时备
考，最难的部分面向研究生。研
究者下载了一份 2022 年 6 月的
考题，确保 ChatGPT 从未训练过
相关数据，也不知道考题答案，
ChatGPT 考试成绩基本合格。该
团队认为，这些结果表明，大型
语言模型可能有助于医学教育，
并可能有助于临床决策。
　　当地时间 2 月 10 日，微软
创始人比尔·盖茨接受一家德国
媒体采访时表示，ChatGPT 的重
要性不亚于互联网的发明。而作
为曾经的 ChatGPT 投资人、特斯
拉 CEO 埃隆·马斯克也曾在推
特发文称赞，“ChatGPT好得吓人，
我们离强大到危险的人工智能不
远了。”
　　和其他聊天机器人相比，
ChatGPT显示出了更高的“情商”。
用户会发现，ChatGPT 可以回答
用户追问的问题，能承认错误，
不断调整回答。问它《红楼梦》
开篇“原来女娲氏炼石补天之时”
的出处，它的回答是《山海经》，
被提醒错误后，它很快道歉并调
整答案：《封神榜》。它解释的
理由中可以看到，它搜索的关键
词是“女娲炼石补天”，再次追
问，它说，女娲炼石补天的传说
是一个历史悠久的故事，出现在
多个文献和传统文化中，“因此，
没有一个确定的出处”。
　　李笛说，ChatGPT 目前在三
个地方有价值，它能帮用户生成
一段内容作为初稿，例如邮件、
短新闻等，用户再去修改，但现
实中，“已有一些国外学生等用
户，用它作弊，直接作为终稿提
交”。
　　第二个价值在于，可以给
用户提供“启发”和灵感。
ChatGPT 可以把信息有条理地呈
现出来，“假如你想找一个人讨
论，尽管它的观点不一定准确，
但它会为你提供一种思路。”李

ChatGPT为何没能诞生在中国？

笛说，第三个价值就是娱
乐。除此之外，如果有人希
望 ChatGPT 提供知识并对此
深信不疑，“最好不要，没
人能确保它的准确性”。
　　多位专家提醒，不必神
化 ChatGPT 及其背后的大模
型。“它可以像模像样写推
荐信，但如果让它回答一些
专业问题，你仔细看会发现，
它可能是在一本正经胡说八
道。”清华大学计算机系自
然语言处理实验室副教授刘
知远对《中国新闻周刊》说。
　　就连 ChatGPT 也承认自
己的局限性。问及缺点，它
回答：有可能会生成存在种
族歧视、性别歧视等偏见的
文本，因知识有限或不能理
解语义而回答错误，不能处
理复杂的逻辑和数学问题，
而且，其拥有的知识只停
留在 2021 年。新版必应和
Edge 浏览器则可以检索实
时更新的新闻，甚至可以跟
你聊过去一个小时发生的事
情。
　　ChatGPT 发布仅一周，
当地时间 2022 年 12月 6日，
因 用 户 大 量 搬 运 ChatGPT
生 成 的 错 误 答 案， 海 外
知名编程问答平台 Stack 
Overflow 暂时在该网站封
杀 ChatGPT，认为“发布由 
ChatGPT 创建的答案对网站
及询问和寻找正确答案的用
户来说，是非常有害的”。

“某种意义上有点像
‘大力出奇迹’”

　　 在 李 笛 看 来， 就
ChatGPT 而言，“它不会对
产业产生颠覆性影响，但大
模型则会。”
　　2016 年前，小模型是
人工智能理解人类语言的主
流技术，下围棋或机器翻译
等某一个具体任务，标注好
数据，进入模型训练。但小
模型无法用于其他任务，数
据标注成本也极高。当时，
人工智能领域催生了一个新
的职业，人工智能数据标注
员。“大家会嘲笑人工智能，
说有多少人工，才有多少智
能。”刘知远对《中国新闻
周刊》说。
　　传统模式下，自然语言
处理是一个非常严密的推理
过程，不仅要识别每个词，
还要处理词语间的序列，
因此诞生了循环神经网络
（RNN）模型。但 RNN 只考
虑单词或者上下文信息，常
常导致全文句意前后不连
贯，或者理解复杂句子时出
错。2016 年以前，当时的小
冰、Siri 等问答系统或者机
器翻译，都使用小模型。
　　“当时的人工智能行业，
很多技术领域（比如机器学
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”　　“这是一个
‘卡脖子’的问
题。”刘知远对
《中国新闻周
刊》说。目前，
ChatGPT 对国内
的企业没有开
放，相关产业就
无法接入到它的
体系中。在刘知
远看来，OpenAI
已经做了大模型
和产品，更重要
的是，“我们能
不能发明出自己
创新的技术和产
品”。
　　聂再清认为，
最关键的不是信
息闭塞，而是国
内愿不愿意投入
到看上去“无用”
的研究中，“现
在不少业内人士
还是希望直接研
发有效有用的东
西，不会对一些
短期看上去无用
的事情上进行大
量投入，尤其是
像开发 ChatGPT
这样大的投入”。


